Chapter 6:  Probability and Simulation: The Study of Randomness

Chapter 6:  Probability and Simulation: The Study of Randomness
Objectives:  Students will: 

Perform a simulation of a probability problem using a table of random numbers or technology.

Use the basic rules of probability to solve probability problems.

Write out the sample space for a probability random phenomenon, and use it to answer probability questions.

Describe what is meant by the intersection and union of two events.

Discuss the concept of independence.

Use general addition and multiplication rules to solve probability problems.


Solve problems involving conditional probability, using Bayes’s rule when appropriate.
AP Outline Fit: 
III.  Anticipating Patterns: Exploring random phenomena using probability and simulation (20%–30%)
A. Probability

1. Interpreting probability, including long-run relative frequency interpretation

3. Addition rule, multiplication rule, conditional probability, and independence

5. Simulation of random behavior

What you will learn:

A. Simulation

1. Recognize that many random phenomena can be investigated by means of a carefully designed simulation.

2. Use the following steps to construct and run a simulation:

a. State the problem or describe the random phenomenon.

b. State the assumptions.

c. Assign digits to represent outcomes.

d. Simulate many repetitions.

e. Calculate relative frequencies and state your conclusions.

3. Use a random number table, the TI-83/84/89, or a computer utility such as Minitab, DataDesk, or a spreadsheet to conduct simulations.

B. Probability Rules

1. Describe the sample space of a random phenomenon.  For a finite number of outcomes, use the multiplication principle to determine the number of outcomes, and use counting techniques, Venn diagrams, and tree diagrams to determine simple probabilities. For the continuous case, use geometric areas to find probabilities (areas under simple density curves) of events (intervals on the horizontal axis).

2. Know the probability rules and be able to apply them to determine probabilities of defined events. In particular, determine if a given assignment of probabilities is valid.

3. Determine if two events are disjoint, complementary, or independent.  Find unions and intersections of two or more events.

4. Use Venn diagrams to picture relationships among several events.

5. Use the general addition rule to find probabilities that involve intersecting events.

6. Understand the idea of independence. Judge when it is reasonable to assume independence as part of a probability model.

7. Use the multiplication rule for independent events to find the probability that all of several independent events occur.

8. Use the multiplication rule for independent events in combination with other probability rules to find the probabilities of complex events.

9. Understand the idea of conditional probability. Find conditional probabilities for individuals chosen at random from a table of counts of possible outcomes.

10. Use the general multiplication rule to find the joint probability P(A ( B) from P(A) and the conditional probability P(B | A).

11. Construct tree diagrams to organize the use of the multiplication and addition rules to solve problems with several stages.
Section 6.I:  Introduction to Probability and Simulation
Knowledge Objectives:  Students will: 

List three methods that can be used to calculate or estimate the chances of an event occurring.

Vocabulary:  

Probability model – calculates the theoretical probability for a set of circumstances
Probability – describes the pattern of chance outcomes

Key Concepts:  
1. Calculating relative frequencies using observed data

2. Theoretical Probability Model

3. Simulation 
Probability Project:  
1. During class you need to” roll your dice” using your calculator as many times as possible.  After each 500 trials group clear the data and record you results on a tally sheet.  Get 5000 trials
2. After class you need to figure out the relative frequency (percentages) of each of your totals and record them on your tally sheet.  This represents the enumerated method for finding probabilities (observed values).
3. After class you will have to use the classical method to determine the set of all possible solutions (total number on the dice) and their associated probabilities (Theoretical Probability Model).
4. After class you will need to create a bar chart comparing the relative frequency with the classical probabilities.
5. Finally, use Powerpoint to create the following charts:
a) A title chart describing your experiment
b) A chart of your tally sheet with the number of occurrences and the relative frequencies on it
c) A chart of the solution set and the classical probabilities associated with each solution
d) A chart that has the graph that you created that 
6. Staple your charts together and turn in for grade on Monday 20 October
Section 6.1:  Simulation

Knowledge Objectives:  Students will: 


Define simulation.


List the five steps involved in a simulation.


Explain what is meant by independent trials.
Construction Objectives:  Students will be able to: 

Use a table of random digits to carry out a simulation.


Given a probability problem, conduct a simulation in order to estimate the probability desired.


Use a calculator or a computer to conduct a simulation of a probability problem.
Vocabulary:  


Simulation – imitation of chance behavior, based on a model that accurately reflects the phenomenon under consideration

Trials – many repetitions of a simulation or experiments


Independent – one repetition does not affect the outcome of another

Key Concepts:  
Steps of Simulation
1. State the problem or describe the random phenomenon

2. State the assumptions

3. Assign digits to represent outcomes

4. Simulate many repetitions (trials)

5. State your conclusions

Example 1:

Suppose you left your statistics textbook and calculator in you locker, and you need to simulate a random phenomenon (drawing a heart from a 52-card deck) that has a 25% chance of a desired outcome.  You discover two nickels in you pocket that are left over from your lunch money.  Describe how you could use the two coins to set up you simulation.

Example 2:

Suppose that 84% of a university’s students favor abolishing evening exams.  You ask 10 students chosen at random.  What is the likelihood that all 10 favor abolishing evening exams?   Describe how you could use the random digit table to simulate the 10 randomly selected students.
Example 3:
Use your calculator to repeat example 2 
Homework:

pg  397 6-1, 4, 5, 8, 15
Section 6.2:  Probability Models
Knowledge Objectives:  Students will: 


Explain what is meant by random phenomenon.

Explain what it means to say that the idea of probability is empirical.

Define probability in terms of relative frequency.


Define sample space.


Define event.


Explain what is meant by a probability model.


List the four rules that must be true for any assignment of probabilities.


Explain what is meant by equally likely outcomes.


Define what it means for two events to be independent.


Give the multiplication rule for independent events.
Construction Objectives:  Students will be able to: 


Explain how the behavior of a chance event differs in the short- and long-run.


Construct a tree diagram.


Use the multiplication principle to determine the number of outcomes in a sample space.


Explain what is meant by sampling with replacement and sampling without replacement.


Explain what is meant by {A ( B} and {A ( B}.


Explain what is meant by each of the regions in a Venn diagram.


Give an example of two events A and B where A ( B = (.


Use a Venn diagram to illustrate the intersection of two events A and B.


Compute the probability of an event given the probabilities of the outcomes that make up the event.


Compute the probability of an event in the special case of equally likely outcomes.


Given two events, determine if they are independent.
Vocabulary:  

Empirical – based on observations rather than theorizing
Random – individuals outcomes are uncertain

Probability – long-term relative frequency

Tree Diagram – allows proper enumeration of all outcomes in a sample space

Sampling with replacement – samples from a solution set and puts the selected item back in before the next draw

Sampling without replacement – samples from a solution set and does not put the selected item back

Union – the set of all outcomes in both subsets combined (symbol: ()

Empty event – an event with no outcomes in it (symbol: ()

Intersect – the set of all in only both subsets (symbol: ()
Venn diagram – a rectangle with solution sets displayed within

Independent – knowing that one thing event has occurred does not change the probability that the other occurs

Disjoint – events that are mutually exclusive (both cannot occur at the same time)
Key Concepts:


Chance behavior is unpredictable in the short run, but has a regular and predictable pattern in the long run


[image: image12.wmf]Conditional Probability Rule

If A and B are any two events, then

P(A and B)         N(A and B)

P(B | A) = 

-----------------

=  

----------------

P(A)                    N(A)

N is the number of outcomes


Example 1:  Using the PROBSIM application on your calculator flip a coin 1 time and record the results?  Now flip it 50 times and record the results.  Now flip it 200 times and record the results.  (Use the right and left arrow keys to get frequency counts from the graph) 
	Number of Rolls
	Heads
	Tails

	1
	
	

	51
	
	

	251
	
	


Example 2:  Draw a Venn diagram to illustrate the following probability problem:  what is the probability of getting a 5 on two consecutive rolls of the dice? 
Example 3:  Given a survey with 4 “yes or no” type questions, list all possible outcomes using a tree diagram.  Divide them into events (number of yes answers) regardless of order. 
Example 4:  How many different dinner combinations can we have if you have a choice of 3 appetizers, 2 salads, 4 entrees, and 5 deserts? 
Example 5:   What are your odds of drawing two hearts(from a normal 52-card deck)?   
a) If you draw a card and replace it and then draw another




b) If you draw two cards (without replacing)?
Example 1:  Identify the problems with each of the following
 
a) P(A) = .35, P(B) = .40, and P(C) = .35
b) P(E) = .20, P(F) = .50, P(G) = .25
c) P(A) = 1.2, P(B) = .20, and P(C) = .15
d) P(A) = .25, P(B) = -.20, and P(C) = .95
Example 2:  A card is chosen at random from a normal deck. What is the probability of choosing?
 
a) a king or a queen 



b) a face card or a 2 
Example 3:  What is the probability of rolling two dice and getting something other than a 5? 
Example 4:  Find the following probabilities:

A)  P(rolling 2 sixes in a row) = ??


B) P(rolling 5 sixes in a row) = ??
Example 5:  A card is chosen at random from a normal deck. What is the probability of choosing?
 
a) a king or a jack
    

b) a king and a queen

c) a king and red card      

d) a face card and a heart 
Example 6:  P(rolling a least one six in three rolls) = ??
Example 7:  There are two traffic lights on the route used by Pikup Andropov to go from home to work.  Let E denote the event that Pikup must stop at the first light and F in a similar manner for the second light.  Suppose that P(E) = .4 and P(F) = .3 and P(E and F) = .15.  What is the probability that he:
 

a)  must stop for at least one light?
 

b)  doesn't stop at either light?
 

c) must stop just at the first light? 
Homework:

Day 1:  6-22, 24, 25, 29, 34, 36
Day 2:  6.37, 38, 40, 44, 46, 50, 57
Section 6.3:  General Probability Rules

Knowledge Objectives:  Students will: 


Define what is meant by a joint event and joint probability.


Explain what is meant by the conditional probability P(A | B).


State the general multiplication rule for any two events.


Explain what is meant by Bayes’s rule.
Construction Objectives:  Students will be able to: 


State the addition rule for disjoint events.

State the general addition rule for union of two events.


Given any two events A and B, compute P(A ( B).

Given two events, compute their joint probability.


Use the general multiplication rule to define P(B | A).


Define independent events in terms of a conditional probability.
Vocabulary:  

Personal Probabilities – reflect someone’s assessment (guess) of chance

Joint Event – simultaneous occurrence of two events

Joint Probability – probability of a joint event
Conditional Probabilities – probability of an event given that another event has occurred
Key Concepts:  
[image: image1.emf]Probability Rules

•

Any probability is a number between 0 and 1

•

The sum of the probabilities of all possible outcomes must 

equal 1

•

If two events have no outcomes in common, the probability 

that one or the other occurs is the sum of their individual 

probabilities

•

The probability that an event does not occur is 1 minus the 

probability that the event does occur

•

Probability of certainty is 1

•

Probability of impossibility is 0


[image: image5.wmf]General Addition Rule

For any two events E and F,          

P(E or F) = P(E) + P(F) 

–

P(E and F)

E

F

E and F

P(E or F) = P(E) + P(F) 

–

P(E and F)

Probability for non

-

Disjoint Events


[image: image2.emf]General Multiplication Rule

The probability that two events A and B 

both occur is  

P(A and B) = P(A 



B) = P(A) ∙ P(B | A)

where P(B | A) is a conditional probability 

read as the probability of B given that A has 

occurred

 
Example 1:  A construction firm has bid on two different contracts. Let B1 be the event that the first bid is successful and B2, that the second bid is successful.  Suppose that  P(B1) = .4, P(B2) = .6 and that the bids are independent.  What is the probability that:

a)  both bids are successful?

b)  neither bid is successful?
 

c)   is successful in at least one of the bids?
Example 2:  Given that P(A) = .3 , P(B) = .6, and P(B|A) = .4 find:

a)  P(A and B)

b)  P(A or B)
 

c)  P(A|B)
Example 3:  Given P(A | B) = 0.55 and P(A or B) = 0.64 and P(B) = 0.3. Find P(A).
Example 4:  If 60% of a department store’s customers are female and 75% of the female customers have a store charge card, what is the probability that a customer selected at random is female and had a store charge card?
Example 5:  Suppose 5% of a box of 100 light blubs is defective.  If a store owner tests two light bulbs from the shipment and will accept the shipment only if both work.  What is the probability that the owner rejects the shipment?
Example 6:  
· Dan can hit the bulls eye ½ of the time
· Daren can hit the bulls eye ⅓ of the time
· Duane can hit the bulls eye ¼ of the time
Given that someone hits the bulls eye, what is the probability that it is Dan?
Homework:

Day 1:  pg  440   6-65, 68, 70  pg 454 6-86, 88
Day 2:  6.72, 73, 76, 81, 82, 94
Chapter 6:  Review
Objectives:  Students will be able to:  


Summarize the chapter

Define the vocabulary used


Know and be able to discuss all sectional knowledge objectives


Complete all sectional construction objectives


Successfully answer any of the review exercises

Vocabulary:  None new

[image: image3.emf]Probability Rules

•

0 ≤ P(X) ≤ 1 for any event X

•

P(S) = 1 for the sample space S

•

Addition Rule for Disjoint Events: 

–

P(A 



B) = P(A) + P(B)

•

Complement Rule:  

–

For any event A, P(A

C

) = 1 – P(A)

•

Multiplication Rule:  

–

If A and B are independent, then P(A 



B) = P(A)



P(B)

•

General Addition Rule (for nondisjoint) Events: 

–

P(E 



F) = P(E) + P(F) – P(E 



F)

•

General Multiplication rule:  

–

P(A 



B) = P(A) 



P(B | A) 
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•

Disjoint Events: 

–

P(A 



B) = 0 

–

Events do not share any common outcomes

•

Independent Events:  

–

P(A 



B) = P(A) 



P(B)  (Rule for Independent events)

–

P(A 



B) = P(A) 



P(B | A)  (General rule)

–

P(B) = P(B|A) (lines 1 and 2 implications)

–

Probability of B does not change knowing A

•

At Least One:  

–

P(at least one) = 1 – P(none)

–

From the complement rule  [ P(A

C

) = 1 – P(A) ]

•

Impossibility:  P(E) = 0

•

Certainty:  P(E) = 1


Homework:  pg 459 – 60; 6-98, 99, 101-106
[image: image6.wmf]Probability Review

Two events are 

independent

if the probability of them occurring is unaffected by the other 

occurring.  Simplest example would be rolling two consecutive sixes on a die.  The 

probability of rolling the second six is not dependent on rolling the first six.  The 

multiplication rule for independent events

is given by:

P(E and F) = P(E) • P(F) (if E and F are independent!)

P(rolling 2 consecutive sixes) = P(rolling 6) • P(rolling 6) = 1/6 • 1/6 = 1/36 = 0.0278

Two events are 

dependent

if the probability of them occurring is affected by the other 

occurring.  For example, if I drew from a deck of cards an Ace, then probability drawing 

another Ace from the deck (without replacing the first card) would be affected by drawing 

the first Ace.

P(E and F)

This leads to conditional probabilities:  P(F|E) = 

-----------------------

P(E)

P(drawing the first Ace) = 4/52 = 0.077

P(drawing a second Ace| first Ace) = 3/51 = 0.059

The probability of F occurring , given the occurrence of event E is P(F|E).  Rearranging this 

equation gives us the 

general multiplication rule

(for any events, independent or not):

P(E and F) = P(E) • P(F|E)

The probability of E and F occurring is P(E) occurring times P(F|E) (probability of F 

occurring given that E has occurred.

If E and F are 

independent

then P(F|E) = P(F).  

Note

:  in our problems we will be given all but one of the probabilities and then have to 

use the equations to find the missing probability.

Sampling Rule of Thumb

:  with small random samples are taken from a large population 

without replacements, if sample size is less than 5% of the population size, we can treat 

events as independent.

Multiplication Rule of Counting

:  p•q•r• ….  For p choices of item 1, q choices of item 2, r 

choices of item 3 and so on.

Permutations

:  order is important!                 

Combinations

:  order is not important

n! means (n) • (n

-

1) • (n

-

2) • (n

-

3) • … • 2 • 1   (read n factorial)

Calculator can calculate factorials, permutations and combinations using math key and 

PRB option.  Instructions on pg 306 of out text book.


[image: image7.wmf]Probability Review

Disjoint

or 

Mutually Exclusive

Events do not have 

any outcomes in common.  For example, if A is odd 

numbers on a six

-

sided dice and B is even numbers 

on a six

-

sided dice, then if we roll a die we can not 

have both event A and event B occur at the same 

time 

è

P(A and B) = 0 (no intersection in Venn).  So 

the 

addition rule for disjoint events

gives us 

P(A or B) = P(A) + P(B) 

Probability Rules for a Probabilistic Model:

1)

Sum of all P(Events) = 1

2)

All probabilities must be  0 < P(Events) < 1

3)

P(Event) + P(Event’s Compliment) = 1

4)

P(certainty) = 1  and   P(impossibility) = 0

5)

P(unusual event) < 0.05 or 5%

number of ways E can occur 

Classical Method of Probability:            P(E) =  

--------------------------------------------

total possible ways

observations of F

Empirical Method of Probability:            P(F) = 

------------------------------------------

total observations

A

B

If events are 

not mutually exclusive

or are not 

disjoint, then they have to have some part in 

common. 

As an example C is numbers < 5 on our 

six

-

sided die and D is numbers > 2.  

This common 

part would be double counted in the addition rule 

above; so the 

general addition rule

takes this in 

account:

P(C or D) = P(C) + P(D) 

–

P(C and D)

C

D

2, 4, 6

1, 3, 5

3, 4

1, 2

5, 6

P(A) = 3/6 = 0.5  and P(B) = 3/6 = 0.5  

so

P(A or B) = P(A) + P(B) = 0.5 + 0.5 = 1 (not very common, but A and B are compliments!)

P(C) = 4/6 = 0.67 ,  P(D) = 4/6 = 0.67  and P(C and D) = 2/6 = 0.33

so

P(C or D) = P(C) + P(D)  

-

P(C and D) = 0.67 + 0.67 

–

0.33 = 1

(note:  if we don’t remove the double counting then P(C or D) > 1!)

Computing of At

-

Least Probabilities:

P( at least one) = 1 

–

P(compliment of at least one) = 1 

–

P(none)

At least one:  x = 1  so the complement is x = 0!
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[image: image8.wmf]Conditional Probability Rule

If A and B are any two events, then

P(A and B)         N(A and B)

P(B | A) = 

-----------------

=  

----------------

P(A)                    N(A)

N is the number of outcomes

[image: image9.wmf]Probability Review

Disjoint

or 

Mutually Exclusive

Events do not have 

any outcomes in common.  For example, if A is odd 

numbers on a six

-

sided dice and B is even numbers 

on a six

-

sided dice, then if we roll a die we can not 

have both event A and event B occur at the same 

time 

è

P(A and B) = 0 (no intersection in Venn).  So 

the 

addition rule for disjoint events

gives us 

P(A or B) = P(A) + P(B) 

Probability Rules for a Probabilistic Model:

1)

Sum of all P(Events) = 1

2)

All probabilities must be  0 < P(Events) < 1

3)

P(Event) + P(Event’s Compliment) = 1

4)

P(certainty) = 1  and   P(impossibility) = 0

5)

P(unusual event) < 0.05 or 5%

number of ways E can occur 

Classical Method of Probability:            P(E) =  

--------------------------------------------

total possible ways

observations of F

Empirical Method of Probability:            P(F) = 

------------------------------------------

total observations

A

B

If events are 

not mutually exclusive

or are not 

disjoint, then they have to have some part in 

common. 

As an example C is numbers < 5 on our 

six

-

sided die and D is numbers > 2.  

This common 

part would be double counted in the addition rule 

above; so the 

general addition rule

takes this in 

account:

P(C or D) = P(C) + P(D) 

–

P(C and D)

C

D

2, 4, 6

1, 3, 5

3, 4

1, 2

5, 6

P(A) = 3/6 = 0.5  and P(B) = 3/6 = 0.5  

so

P(A or B) = P(A) + P(B) = 0.5 + 0.5 = 1 (not very common, but A and B are compliments!)

P(C) = 4/6 = 0.67 ,  P(D) = 4/6 = 0.67  and P(C and D) = 2/6 = 0.33

so

P(C or D) = P(C) + P(D)  

-

P(C and D) = 0.67 + 0.67 

–

0.33 = 1

(note:  if we don’t remove the double counting then P(C or D) > 1!)

Computing of At

-

Least Probabilities:

P( at least one) = 1 

–

P(compliment of at least one) = 1 

–

P(none)

At least one:  x = 1  so the complement is x = 0!
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Two events are 

independent

if the probability of them occurring is unaffected by the other 

occurring.  Simplest example would be rolling two consecutive sixes on a die.  The 

probability of rolling the second six is not dependent on rolling the first six.  The 

multiplication rule for independent events

is given by:

P(E and F) = P(E) • P(F) (if E and F are independent!)

P(rolling 2 consecutive sixes) = P(rolling 6) • P(rolling 6) = 1/6 • 1/6 = 1/36 = 0.0278

Two events are 

dependent

if the probability of them occurring is affected by the other 

occurring.  For example, if I drew from a deck of cards an Ace, then probability drawing 

another Ace from the deck (without replacing the first card) would be affected by drawing 

the first Ace.

P(E and F)

This leads to conditional probabilities:  P(F|E) = 

-----------------------

P(E)

P(drawing the first Ace) = 4/52 = 0.077

P(drawing a second Ace| first Ace) = 3/51 = 0.059

The probability of F occurring , given the occurrence of event E is P(F|E).  Rearranging this 

equation gives us the 

general multiplication rule

(for any events, independent or not):

P(E and F) = P(E) • P(F|E)

The probability of E and F occurring is P(E) occurring times P(F|E) (probability of F 

occurring given that E has occurred.

If E and F are 

independent

then P(F|E) = P(F).  

Note

:  in our problems we will be given all but one of the probabilities and then have to 

use the equations to find the missing probability.

Sampling Rule of Thumb

:  with small random samples are taken from a large population 

without replacements, if sample size is less than 5% of the population size, we can treat 

events as independent.

Multiplication Rule of Counting

:  p•q•r• ….  For p choices of item 1, q choices of item 2, r 

choices of item 3 and so on.

Permutations

:  order is important!                 

Combinations

:  order is not important

n! means (n) • (n

-

1) • (n

-

2) • (n

-

3) • … • 2 • 1   (read n factorial)

Calculator can calculate factorials, permutations and combinations using math key and 

PRB option.  Instructions on pg 306 of out text book.

[image: image11.wmf]General Addition Rule

For any two events E and F,          

P(E or F) = P(E) + P(F) 

–

P(E and F)

E

F

E and F

P(E or F) = P(E) + P(F) 

–

P(E and F)

Probability for non

-

Disjoint Events

General Multiplication Rule

The probability that two events A and B 
both occur is  

P(A and B) = P(A  B) = P(A) ∙ P(B | A)



where P(B | A) is a conditional probability 
read as the probability of B given that A has occurred
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Probability Rules

0 ≤ P(X) ≤ 1 for any event X

P(S) = 1 for the sample space S

Addition Rule for Disjoint Events: 

P(A  B) = P(A) + P(B)

Complement Rule:  

For any event A, P(AC) = 1 – P(A)

Multiplication Rule:  

If A and B are independent, then P(A  B) = P(A)P(B)

General Addition Rule (for nondisjoint) Events: 

P(E  F) = P(E) + P(F) – P(E  F)

General Multiplication rule:  

P(A  B) = P(A)  P(B | A) 
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Probability Terms

Disjoint Events: 

P(A  B) = 0 

Events do not share any common outcomes



Independent Events:  

P(A  B) = P(A)  P(B)  (Rule for Independent events)

P(A  B) = P(A)  P(B | A)  (General rule)

P(B) = P(B|A) (lines 1 and 2 implications)

Probability of B does not change knowing A



At Least One:  

P(at least one) = 1 – P(none)

From the complement rule  [ P(AC) = 1 – P(A) ]



Impossibility:  P(E) = 0



Certainty:  P(E) = 1







Probability Terms.
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Conditional Probability Rule

If A and B are any two events, then


			  P(A and B)         N(A and B)

	P(B | A) = -----------------  =  ----------------

		                 P(A)                    N(A)



 N is the number of outcomes
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Conditional Probability Rule

I Asnd B areany tmo evets, then






Probability Review

Two events are independent if the probability of them occurring is unaffected by the other occurring.  Simplest example would be rolling two consecutive sixes on a die.  The probability of rolling the second six is not dependent on rolling the first six.  The multiplication rule for independent events is given by:



          P(E and F) = P(E) • P(F) (if E and F are independent!)



          P(rolling 2 consecutive sixes) = P(rolling 6) • P(rolling 6) = 1/6 • 1/6 = 1/36 = 0.0278



Two events are dependent if the probability of them occurring is affected by the other occurring.  For example, if I drew from a deck of cards an Ace, then probability drawing another Ace from the deck (without replacing the first card) would be affected by drawing the first Ace.

                                                                                     P(E and F)

This leads to conditional probabilities:  P(F|E) = -----------------------

                                                                                        P(E)

	

	P(drawing the first Ace) = 4/52 = 0.077

         



	P(drawing a second Ace| first Ace) = 3/51 = 0.059



The probability of F occurring , given the occurrence of event E is P(F|E).  Rearranging this equation gives us the general multiplication rule (for any events, independent or not):



          P(E and F) = P(E) • P(F|E)



The probability of E and F occurring is P(E) occurring times P(F|E) (probability of F occurring given that E has occurred.



If E and F are independent then P(F|E) = P(F).  



Note:  in our problems we will be given all but one of the probabilities and then have to use the equations to find the missing probability.



Sampling Rule of Thumb:  with small random samples are taken from a large population without replacements, if sample size is less than 5% of the population size, we can treat events as independent.



Multiplication Rule of Counting:  p•q•r• ….  For p choices of item 1, q choices of item 2, r choices of item 3 and so on.



Permutations:  order is important!                 Combinations:  order is not important



n! means (n) • (n-1) • (n-2) • (n-3) • … • 2 • 1   (read n factorial)



Calculator can calculate factorials, permutations and combinations using math key and PRB option.  Instructions on pg 306 of out text book.
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General Addition Rule

For any two events E and F,          

P(E or F) = P(E) + P(F) – P(E and F)







E

F

E and F



P(E or F) = P(E) + P(F) – P(E and F)

Probability for non-Disjoint Events
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Probability Rules

Any probability is a number between 0 and 1

The sum of the probabilities of all possible outcomes must equal 1

If two events have no outcomes in common, the probability that one or the other occurs is the sum of their individual probabilities

The probability that an event does not occur is 1 minus the probability that the event does occur

Probability of certainty is 1

Probability of impossibility is 0
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Probability Review







Disjoint or Mutually Exclusive Events do not have any outcomes in common.  For example, if A is odd numbers on a six-sided dice and B is even numbers on a six-sided dice, then if we roll a die we can not have both event A and event B occur at the same time  P(A and B) = 0 (no intersection in Venn).  So the addition rule for disjoint events gives us 
                 P(A or B) = P(A) + P(B) 

Probability Rules for a Probabilistic Model:

Sum of all P(Events) = 1

All probabilities must be  0 < P(Events) < 1

P(Event) + P(Event’s Compliment) = 1

P(certainty) = 1  and   P(impossibility) = 0

P(unusual event) < 0.05 or 5%



				                number of ways E can occur 

Classical Method of Probability:            P(E) =  -------------------------------------------- 

					total possible ways



					observations of F

Empirical Method of Probability:            P(F) = ------------------------------------------

					total observations

 

A

B







If events are not mutually exclusive or are not disjoint, then they have to have some part in common. As an example C is numbers < 5 on our six-sided die and D is numbers > 2.  This common part would be double counted in the addition rule above; so the general addition rule takes this in account:

              P(C or D) = P(C) + P(D) – P(C and D)

C

D

2, 4, 6

1, 3, 5

3, 4

1, 2

5, 6

P(A) = 3/6 = 0.5  and P(B) = 3/6 = 0.5  

   so

P(A or B) = P(A) + P(B) = 0.5 + 0.5 = 1 (not very common, but A and B are compliments!)

P(C) = 4/6 = 0.67 ,  P(D) = 4/6 = 0.67  and P(C and D) = 2/6 = 0.33

   so

P(C or D) = P(C) + P(D)  - P(C and D) = 0.67 + 0.67 – 0.33 = 1

               (note:  if we don’t remove the double counting then P(C or D) > 1!)



Computing of At-Least Probabilities:



P( at least one) = 1 – P(compliment of at least one) = 1 – P(none)



At least one:  x ≥ 1  so the complement is x = 0!
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